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Feature Selection Problem

S (selected variables, e.g. genes)
e 0/0 © ® ® @ Vvariable pool

Data D Q={Xy,....Xm}
@ Targeth
A prediction example
Q {Gene x} Cancer
type h

G, G, Gy
on on  On Prostate
on off Off Prostate

N Samples Baseline On  On Liver
off off On Liver
Baseline Off Off Lung
on on On Lung
off on Off Lymphoma
on on On Lymphoma
on on On Lymphoma

Ding & Peng, CSB2003, JBCB2005

3

Redundancy in Features

= Most used methods: select top-ranking
features based on mutual info., Ftest, etc.,
without considering relationships among
features.

= Problems:
= Selected features are correlated;
= Selected features cover narrow regions in space.

Ding & Peng, CSB2003, JBCB2005

mRMR: Discrete Variables

Minimize Redundancy:

minl¥,,

W, =—5 2 1(.))

IS|? i, jEs
S is the set of features.
1(i,j) is mutual information between features i and j

Maximize Relevance:
max/V,, —igsl(h,i)

1=
1
h = target classes (e.g. types of different cancers, or annotations)

Ding & Peng, CSB2003, JBCB2005
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mRMR: Continuous Variables

Maximize relevance : F-statistic: F(i,h)

Ve = ZFGh).

max/V,,
€S

Minimize redundancy : Correlation c(i,)

minf¥,, W, =2 (i, )]
L7

Relevance and redundancy can also be defined
using mutual info of hybrid variables (continuous
or categorical) (Peng, Long, & Ding, TPAMI, 2005)

Ding & Peng, CSB2003, JBCB2005
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Combine Redundancy and Relevance

= Additive combination

max(V -W)
= Multiplicative combination

max(V /W)

Ding & Peng, CSB2003, JBCB2005

MRMR Selection Schemes

TyrE | ACRONYM | FULL NAME FORMULA
Mutual . | ., .
= MID information l}]]{i}X“(l,/?) SE /Z\ [(Im/ )]
= difference —S -
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7] f Ly 1
a MIQ | information 'ylggal?x/(l~/7)/[ v 21601
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FCD lll?;ll;\“—(h/?) 5 M\L(/./)H
F-test o . LS (i q N
FCQ correlation | MAXUF () /[ Z [ eli )11}
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Most Related Methods
= Most used feature selection methods: top-
ranking features without considering
relationships among features.
= Yu & Liu, 2003/2004. information gain,
essentially similar approach.
= Wrapper: not filter approach, classifier-involved
and thus features do not generalize well.
= PCA and ICA: Features are orthogonal or
independent, but not in the original feature
space.
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Lymphoma Results
Classificr Data Type \!\M}I 3 6 9 12 18 21 24 27 30 36 42 18 54 60
Bascline 8 39 25 29 23 22 22 19 20 17 19 18
NB Discrete MID 3l 15 10 9 9 8 6 7 7 7 | 7 8
MIQ 3 26 17 14 14 12 8 8 0O 7 5 6 3
Bascline [ 40 42 28 26 20 21 21 20 18 19 14 15 3 5
Discrete MID 215 1410 7 5 1 5 1 6 5 3 3 4 3
MIQ 0 19 13 P_( f : : |: 1 1 ‘I |-» 1 i ‘.:
e HEF R R
Continuous FCQ 2 18 11 700 8% v 8 8 8% 8 & 4
DM 021 17 17 16 13 14 12 12 1 12 9 10 10 11
1'SQ 40 14 14151l 12 10 11 10 9 10 8 8 9 10
Baseline | 32 29 25 23 20 22 (R KR B 15 1 1010 8 9
Discrete MID 2410 7 4 2 3 3 3 3 3 3 3 3 3 3
MIO 26 21 13 9 8 T [ 5 5 2 1 1 2 1 2
SVM Baseline | 30 24 41312 13 10 11 13 6 8 9 5 6 7
D 2419 11 1311 9 10 8 7 8 6 5 4 5
Continuous FCQ 31 17 9 7 o 6 8 8 o 7 1 8 7 4 4
DM 251 9 1 a 8 10 9 7 8 8 8 8 5 o
FSQ 25 11 10 11 8 9 6 6 7 9 8 6 6 6 6
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What is the Role of
Redundancy Reduction?

NCI 025 NCI a0 NCE .
o) Relevance Redundancy LOOCYV Error
18 02 Baseline 2!
X
075 Lo H
N Baseline N MID I 2
07 Y * Baseline
Mi
0gs s ] 0
WD
o M
0 & o 0 0 & o ER)

w, 0 4 )
# feature #feature

EEI)
# feature

(a) Relevance and (b) redundancy for MRMR features on discretized NCI dataset.
(c) The respective LOOCV errors obtained using the Naive Bayes classifier

Ding & Peng, CSB2003, JBCB2005 13

Do mRMR Features Generalize Well
on Unseen Data?

Classifier MIs 6 9 12 15 18 24 30 40 50 60 70 80 90 100
Methd

Bascline | 55 47 46 38 34 27 19 28 22 19 15 14 1l 8 8

LDA MID |50 43 32 29 30 29 22 15 13 10 10 9 7 & 9

MIQ 48 43 3% 27 93 91 I8 16 1 Il a 4 6 6 4

Baseline | 56 55 49 37 33 33 27 35 29 30 23 20 18 14 13

SVM MID 45 42 33 33 25 25 29 25 26 22 20 13 10 12 9

MIQ 38 30 34 33 29 96 @4 21 14 Iy 1) 10 7 11 9

Child Leukemia data (7 classes, 215 training samples, 112 testing samples)
testing errors. M is the number of features used in classification

Do mRMR Features Better Cover the
Data Distribution Space and Thus
Perform Well on Different Classifiers?

el ‘ baslne Uitpriowa [ bastine LN caNcER
§
15f o
5 i N
e —
LR T @ = s FE R R ] E W w w®
e #eature #leature
(@) (b) (©)

Average LOOCV errors of three different classifiers, NB, SVM, and
LDA on three multi-class datasets
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What is the Relationship of mMRMR
Features and Various Data
Discretization Schemes?

Data Sets Mcﬂmd‘ 3 6 9 12 15 18 21 24 27 30 36 42 48 54 60
NCI Baseline 34 025 23 25 19 17 I8 15 14 12 12 12 13 12 10
MRMR (MIQ) |35 22 22 16 12 11 10 8 s 3 2 4 2 2 3

Lymphoma Baseline 58 52 44 39 44 17 17 14 16 13 11 10 13 10 12
- MRMR (MIQ) | 24 17 7 8 4 2 | 2 4 3 2 2 2 2 2

Ding & Peng, CSB2003, JBCB2005 15

LOOCYV testing results (#error) for binarized NCI and
Lymphoma data using SVM classifier

Ding & Peng, CSB2003, JBCB2005 16

Comparison with Other Work

Data Method | NB |LDA|SVM| LR Literature
NCI Baseline|18.33/26.67(25.00 -- 14.63¢
MRMR | 1.67|13.33[11.67 — | S-class: 0”.0"
Lymphoma Baseline|17.71|11.46| 5.21| -- 3-class: 2.4 0°

MRMR [3.13]1.04[1.04] --
Baseline[10.96(10.96[10.96| --

bung | \RMR | 2.74 | 548 ] 5.48 | -
g . |Baseline[29.46| 7.14 |11.61| -- d
Child Leukemial MRMR 13300 268 | 6.25 | — 5.36
. |Baseline| 0 |1.39(1.39]1.39 0°
Leukemia MRMR| 0 0 0 0 1397
Baseline|11.29|11.29{11.29(11.29 9.68 ¢
Colon

MRMR | 6.45]8.06 | 9.68 | 9.68 6.45¢

Comparison of the best results (lowest error rates in percentage) of the baseline and MRMR features. Also
listed are results in literature (the best results in each paper). * Ooi & Tan, using the genetic algorithm (20]. *
Neuyen and Rocke [25] used a S-class subset of NCI dataset and obtained 0% error rate: using the same S-class
subset, our NB achieves also 0% error rate. * Nguyen & Rocke used 3-class subset in lymphoma dataset and obtain
2.4% error rate. Using the same 3 classes, o led 1o zero ervors. * Li et al, using prediction by collective likeli-
hood [21]. © Furey et al, using SVM [11].” Lee & Lee, using SVM [20]. * Nguyen & Rocke, using PLS [24].

Ding & Peng, CSB2003, JBCB2005 17
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Automatic Annotation of in situ Gene
Expression Patterns in Fly Embryos

Minimal redundant wavelet-embryo features were used to train classifiers.
456 genes, 80 ontological annotation terms, 6 developmental ranges.
Consistent automatic annotations with those manually generated in BDGP.
99.5% accuracy in predicting developmental stages of embryos by gene expression patterns.
Gene Name. Expression Annotation Terms Our Automatic lanual Annotations
Pattern Image|ECNS | VNC | EH | EM | EDE ||  Annotations
CGA4133 w 1 o099 | - - ECNS, VNC ECNS, VNC
&
©G6930 ” 096 | 098 | - | (@099 | ECNS, VNC, EDE || ECNS, VNC, EDE
S
)
Caki(CG6703) QD Joo | 1 [N - ECNS, VNG ECNS, VNG
S |
% Lk .
€G33071 - & 096 | 098 EH, EM EH, EM
CG9598 @ # | T o9 09 o9 | enemeoe EH, EM, EDE
CG13875 o™ 09 | - 1 EH, EDE EH, EDE
cG17786 « ™| - 0% | - |og7 EH, EDE EH, EDE
CG4532 QD |09 | o0s 091 || ECNS, UNC, EDE ||  ECNs, WNC
Net (cotos2n) | WD | 1 1 - | - o087 || EcNs, vNc,EDE || ECNS, WNC
Short terms: ECNS: embryonic central nervous system; VNC: ventral 5-hours 5-years

nerve cord; EH: embryonic hindgut; EM: embryonic midgut; EDE:

embryonic dorsal epidermis. Zhou & Peng, Bioinformatics, 2007 19

Wavelet-embryo Features

Image features and applications:
* GMM-Blob: pattern extraction, comparison and retrieval
* Eigen-profile: pattern clustering
* Wavelet-profile: pattern ar {
Segmented embryo| GMM-blob-profile Wavelet-profile

Gene Image pattern

Extracted pattern Eigen-profile

Segmented embryo

Extracted pattern

Peng et al, BMC Cell Bio, 2007 20

Annotation System

o Wavelet-embryo features

Extract wavelet-embryo features,
Select dev-stage-specific features
Assign dev-stage

Tier 1

specific features specific features specific features

Select ‘

Select B ‘

Select - ‘

Tier2

Predict B

Predict
(classification)

Predict
(classification)

‘ Determine annotations based on probabilistic ranking ‘

Tier 1 Accuracy: Developmental Stage Prediction

Actual stage
range/Predicted stage 1-3 4-6 7-8 9-10 11-12 13-16

range

1-3 447 3 0 0 0 0

4-6 0446 O 0 0 0

7-8 1 0379 0 0 0
9-10 0 0 0 372 1 0
11-12 1 1 0 0 435 0
13-16 2 0 O 0 2 362

Overall accuracy >99%
Pen et al, BMC Cel Bo, 2007 2

Tier 2 Accuracy: Specific Annotation Prediction

Table 1. Recognition rates (%) of feature extraction/sclection methods on synthetic data sets with mutually exclusive (M.E.) annotations

Stagerange  Setsize  Setdeails Score  Eigen LeNet  LeNet+  Wavelet  Wavelet
embryo mRMR  embryo  embryo+mRMR

46 9% 78CB -+ 20Subset R 0 75 70 o 100

Ra & 85 8 82 9%
78 & 49TMA + 20PEA R 60 50 55 & 100

Ry 61 El 80 & 100
910 ® 49TMP + 20PEP. R 6 El e 65 100

Ra 7 52 I 7 100
12 6l 4IHPP +20PMP Rs 4 50 % ss 95

Ry 59 © % 6 o
13-16 ] WEBNS+12VNC Ry 8 K 6 s 100

Ra 8 £ 81 8 100

Top Top featare se the smale class only. .. overall recogs
ate on the whole data set for all clases. (Annotation tems: CB, cellular blastodert; TMA, trunk mesoderm aolage; PEA, posteior endodert anlage; TP, trunk
mesoderm primordium; PEP, procephalic cctoderm primordium; HPP, hindgut proper primordium; PMP, poseror midgat primordium; EBNS, embryonic central
nervous system; VNC, ventral nerve cord )

Table 2. Recogition rates (%) of feature extretion)selection methods on synthetic data sets with multi-objective (M.0.) annotations

Stage range  Setsize  Set details Score  Eigen  LeNet  LeNet+  Wavelet  Wavelet
embryo mRMR  embryo  embryo+mRMR

46 152 78CB+ 20Subset + S4Both Ry @ 2 55 P 7

Ry & @ 7 o 8
78 5 49TMA +20PEA +20Both R 45 50 5 5 8

Ry % 46 « P 8
910 87 49TMP +20PEP -+ 18Both Ry @ u 2 3 3

Ry 4 E 55 a 80
12 7 4IHPP+20PMP+ 14Both  Rg 3 2 5 38 8

Ry E 3 55 3 5
1316 97 20EBNS + 12VNC +65Both Ry 57 5 7 57 87

Ry 55 ® 0 55 86

Short terms and tesing parametrs e the sme s Table 1.
Zhou & Peng, Bioinformatics, 2007 23
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Maximum Dependency Criterion

= Statistical association

= Definition
= Mutual information I(S,h)

selected variables)
0000000 Varlable pool
Data D

Q={Xg,...Xu}
@ Target h e

Peng, Long, Ding, TPAMI 2005 25

Mutual Information

= For two univariate variables x and y

p(x,y)
1(x;) = [[p(x ) log === 200 dxdy

= For multivariate variable S, and the target »

1S, ) = ([ (S, hylog—LSnP)_ g
(8,3 = [[P(S,,1)log 2Sph) S

not

J(x,,xz,.“,xm,h)=f—--fp(x,,,.,,xm,h)logwd

P(x,)- p(x,,)pCh)
S O R
pCx)plx,)p(h) "

dx, dh

= [ [ p(S,.mog

Peng, Long, Ding, TPAMI 2005 26

High-Dimensional Mutual Information
= For multivariate variable S, and the target »

I(S,:h) = ([ P(S,. 1)1 PGSl 4o g
(S = [[p(S,,h)log 2 p() S

P(S,15%,, 1)
= [[P(S,:x,,)log melom =S dh
LSS P(S,0%,)p(h)

- @ logdx dx,dh.

= Estimating high-dimensional 1(S,,./) is difficult
= Anill-posed problem to find inverse of large co-variance matrix
= Insufficient number of samples

Peng, Long, Ding, TPAMI 2005 27

Maximum Dependency Feature
Selection is Combinatorial !

= Number of subspaces
= Total 2% op 2M

= For given number (\Q\)
of features |S| |1

Heuristic search algorithms are necessary.
Simplest case: the incremental search.

Peng, Long, Ding, TPAMI 2005 28

Factorize the Mutual Information

Mutual information for multivariate variable S,,
and the target

165,50 = [ (S, log ~L5=:)

P24 dn
p(S,)p(h)

Define:

Xps Xy peens X,
J(X), X500, X,,) =f---fp(x1,.‘.,xm)logM

plx)-p(x,)

17 m
It can be proved:

I1(S,.h)=J(h,S,)-J(S,)

Peng, Long, Ding, TPAMI 2005 29

Upper & Lower Bounds of J(.)

Lower bound

J(x,,%5,...,x,) = 0.

when variables are maximally independent

Upper bound

T X)) < min{ S H ), S Hx), EH():‘),EIH():,.)}

i=] i=Li=2 i=li=n-1

when variables are maximally dependent

Peng, Long, Ding, TPAMI 2005 30




Factorize I(S,,/h)

= Relevance of S={xy, X,, ...} and h, or R (S,h)
= Redundancy among variables {x;, X, ...}, or Ry(S)

1 1
R, =——N1(x,h)  Ry=——5 »I(x,x))
- \S\,,Ea ’ |S\Z\2§ /

1(S,,,h) = J(SmE h) —J(Sm,gm)-

m?

= For incremental search, max I(S,h) is “equivalent” to max
[R(S,h) = Rp(S)], i.e. combination of min-Redundancy-
Max-Relevance (mRMR).

Peng, Long, Ding, TPAMI 2005 31

Advantages of mRMR

Both relevance and redundancy estimation are low-
dimensional problems (i.e. involving only 2 variables).
This is much easier than directly estimating
multivariate density or mutual information in the high-
dimensional space!

Faster speed

More reliable estimation

mRMR is an optimal first-order approximation of I(.)
maximization

Relevance-only ranking only maximizes J(.)!

Peng, Long, Ding, TPAMI 2005 32

Search Algorithm of mRMR

» Greedy search algorithm

= In the pool Q find the variable x! that has the largest
1(.,h). Exclude x! from Q.

= Search x2 so that it maximizes I(.,h) — ZI(.,x1)/|Q].

= Iterate this process until an expected number of
variables have been obtained, or other constraints are
satisfied.

= Complexity O(|S|*|Q])

Peng, Long, Ding, TPAMI 2005 33
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Comparing Max-Dep and mRMR:
Complexity of Feature Selection

NCI

~&- MaxDep |
|t mRMR ]

time cost to select this feature
Ps
3

time cost to select this feature

o

w0 20 30 40 W0 20 30 40
feature index feature index

Time cost (seconds) for selecting individual features based on
mutual information estimation for continuous feature variables.

(Parallel experiments on a cluster of eight 3.06G Xeon CPUs
running Redhat Linux 9, with the Matlab implementation)

Comparing Max-Dep and mRMR: Accuracy
of Feature Selected in Classification

e mRMR | 1
o NB. [ g 0 LDA R
2.5
PR ®
® E 0.4
504 8
£ £os
03 02t
0.1
02 i
o 10 20 30 40 50 o 10 20 30 40 50
feature number feature number

Leave-One-Out cross validation of feature classification
accuracies of mRMR and MaxDep
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Use Wrappers to Refine Features

mRMR is a filter approach

e Fast

¢ Features might be redundant
¢ Independent of the classifier

Wrappers seek to minimize the number of errors directly
e Slow

e Features are less robust

¢ Dependent on classifier

* Better prediction accuracy

Use mRMR first to generate a short feature pool and
use wrappers to get a least redundant feature set with
better accuracy

Use Wrappers to Refine Features

T RRMR
—b— MaxRe!

@

= MRMR
ot MaRel oo

%007

g,

=4
Y

error rate

i 8006
0.0 5
0.05Pgg
} Fonty T e
004+ T 0.04 e
0 12 14 16 18 20 45 M) I
feature number foature number

Forward wrappers Backward wrappers
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(incremental selection) (Decremental selection)
NCI data
38
mRMR Website
mRMR (minii i Feature Selection)

[ Frequently Asked Questions | Online Version | C/C++ Version | Matlab Version | Sample Data Sets |
Major Publications

LAKE SURE YOUR
mustbe the featue
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Available Versions

= Matlab version

= All source codes. Can be embedded in your
programs easily.

= C/C++ version

= For Linux/Unix/Mac, simple command line
executable.

= Online version

= Upload the data sets (csv format: comma
separated values) and get the results right away.

41

Available Datasets

NCI data (9 cancers, discretized as 3-states)
= Lung Cancer data (7 subtypes, discretized as
3-states)

Lymphoma data (9 cancer-subtypes,
discretized as 3-states)

Leukemia data (2 subtypes, discretized as 3-
states)

= Colon Cancer data (2 subtypes, discretized as
3-states)

The continuous-value raw data should be
obtained from the original sources.
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Conclusions

= The Max-Dependency feature selection can be efficiently
implemented as the mRMR algorithm.

= Significantly outperforms the widely used max-relevance
selection method: mRMR features cover a broader
feature space with less features.

= mRMR is very efficient and useful for gene selection and
many other applications. The programs are ready!

mRMR website:
http://research.janelia.org/peng/proj/mRMR

44

Acknowledgment

Collaborators:

Fuhui Long Jie Zhou

Chris Ding

45




